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Argumentation Structure Parsing (ASP)

Three sub-tasks:
- link identitication (LI)
- link type classification (LTC)

i Investigated span representations in
argumentation structure parsing (ASP)
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=) EXISTING NEURAL ASP: not explicitly
considering the linguistic clues (AMs).

) EXISTING NEURAL ASP: Bag-of-Words-
based span rep. [Potash+, 2017]
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| Dataset
Name # Texts | # ADUs L STM+dist. 81.8 80.7 79.0 857
Persuasive €55ay COrpus (PEC) [Gurevych+, 2014] 1,833* 6,089 ELMo ILSTM 81.8 30.4 782 86.9
Arg-microtext corpus (MTQC) [peldzsus+, 2016] 112 576 BoW 77 1 762 723 829
* number of paragraphs LSTM+dist. 719.7 /8.8 76.5 33.9
i Models PEC Clove LSTM 78.8 77.7 750 83.7
Name span rep. dist. between - Ay °YE Bow 761 742 713 828
| | decomposition Potash+ 2017 - /6.7 - 84.9
LSTM+dist |LSTM-minus Vo e Gurevych+ 2017 752 751 680 82.6
LSTM LSTM-minus - efectiver [STM+dist. 782 739 77.2 834
BoW BOW (potash-, 2017] — Is LSTM-minus ELMo LSTM 750 73.0 715 80.5
Span rep. BoW /3.3 /1.2 67.5 31.2
I Scores effective? MTC LSTM+dist. 765 726 754 815
GloVe LSTM /0.4 /0.1 64.1 /6.9
F1 scores for each subtask and overall scores (avg. F1 across the subtasks) BoW 711 692 648 79.3
Potash+ 2017 - 74.0 - 31.3
Afantenos+ 2018 785 68.3 /5.7 87.6

| Extract AMs from ADUs
collected 1,138 types of AMs (5.38 tokens on average).

| Extraction methods | Examples

PEC: simple rules relying on original annotations - the other reason is that
- first, as you can see that

- in short,

C.

MTC: using AM lists (built from PEC and DTB) especially on Ll and L

& The LSTM-minus-based span reps. are effective for ASP.
) Distinction between AMs and ACs improved the performance,

Analysis on link identification —most challenging subtask
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